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Abstract. Models trained by means of supervised learning are increas-

ingly deployed in high-stakes domains, and, when their predictions in-

form decisions about people, they inevitably impact (positively or neg-

atively) on their lives. As a consequence, those in charge of developing

these models must carefully evaluate their impact on di↵erent groups of

people and ensure that sensitive demographic attributes, such as race

or sex, do not result in unfair treatment for members of specific groups.

For doing this, awareness of demographic attributes on the part of those

evaluating model impacts is fundamental. Unfortunately, the collection

of these attributes is often in conflict with industry practices and legis-

lation on data minimization and privacy. For this reason, it may be hard

to measure the group fairness of trained models, even from within the

companies developing them. In this work, we tackle the problem of mea-

suring group fairness under unawareness of sensitive attributes, by using

techniques from quantification. We identify five important factors that

complicate the estimation of fairness under unawareness and formalize

them into five di↵erent experimental protocols under which we assess the

e↵ectiveness of di↵erent estimators of group fairness. We also consider

the problem of potential model misuse to infer sensitive attributes at an

individual level, and demonstrate that quantification is suitable for de-

coupling the (desirable) objective of measuring group fairness from the

(undesirable) objective of inferring sensitive attributes of individuals.

1 Introduction

The widespread adoption of automated decision-making in high-stakes systems
has brought about an increased attention to the underlying algorithms and to
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their e↵ects across sensitive groups. Typically, sensitive groups are subpopula-
tions determined by social and demographic factors, such as race and sex. The
unfair treatment of such demographic groups is ruled out by anti-discrimination
laws and studied by a growing community of algorithmic fairness researchers.
Important works in this space have addressed problems that may arise in the ju-
dicial system, in healthcare, in job search, and in computer vision, just to name
a few domains that may be impacted. A common trait of these works is a careful
definition and measurement of group fairness, typically viewed in terms of dif-
ferences in quantities of interest, such as the acceptance rate, recall, or accuracy,
across the salient subpopulations. According to popular definitions of fairness,
large such di↵erences correspond to low fairness on the part of the algorithms.

Unfortunately, sensitive demographic data, such as the race and sex of users,
is often hard to obtain, for various reasons. There are several barriers to demo-
graphic data procurement which make measurement of fairness non-trivial even
for the company that is developing and deploying a model. Legislation plays a
major role in this, forbidding the collection of sensitive attributes in some do-
mains. Even in the absence of explicit prohibition, privacy-by-design standards
and a data minimization ethos push companies in the direction of avoiding the
collection of sensitive attributes from their customers. Similarly, the prospect of
negative media coverage is a clear concern, so companies often err on the side
of caution and inaction. For these reasons, in a recent survey of industry practi-
tioners, a majority of respondents stated that the availability of tools supporting
fairness auditing without access to individual-level demographics would be very
useful. In other words, the problem of measuring algorithmic fairness under un-
awareness of sensitive attributes is pressing, and requires ad-hoc solutions.

In the algorithmic fairness literature, much work has been done to propose
techniques directly aimed at improving the fairness of a model (Donini et al.,
2018; Hashimoto et al., 2018; He et al., 2020; Zafar et al., 2017). Comparably
little attention, though, has been devoted to the problem of reliably measuring
fairness. This represents an important and rather overlooked preliminary step
to enforcing fairness and making algorithms more equitable across groups. More
recent works have studied non-ideal conditions, such as noisy or missing group
labels (Awasthi et al., 2020) and non-iid samples (Singh et al., 2021), showing
that näıve fairness-enhancing algorithms may actually make a model less fair
(Mehrotra and Celis, 2021).

In this work, we tackle the problem of measuring algorithmic fairness un-
der unawareness of sensitive attributes, by using techniques from quantification
(Esuli et al., 2023). Estimating, rather than the class labels of individual data
points, the class prevalence values for sets (usually referred to as “samples”) of
such data points, is precisely the goal of practitioners looking to measure fair-
ness under unawareness of sensitive attributes. When auditing an algorithm for
group fairness, the aim is not the development of a model that is accurate for
individual predictions (i.e., classification), which may be misused to infer peo-
ple’s demographics, such as a user’s race, and may thus lead to the inappropriate
and non-consensual utilization of this information. Rather, the central interest of
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fairness audits is the reliable estimation of group-level quantities (i.e., quantifi-
cation), such as the prevalence of women among the instances to which a certain
class has been assigned by the model.

We consider several methods that have been proposed in the quantification
literature and assess their suitability for estimating the fairness of a classifier
under unawareness of sensitive attributes. More precisely, we adapt quantifica-
tion approaches to measure a classifier’s demographic disparity (Barocas et al.,
2019), defined as the di↵erence in acceptance rate across relevant subpopula-
tions. Overall, we make the following contributions:

– Five experimental protocols for five major challenges. Drawing from
the algorithmic fairness literature, we identify five important factors for the
problem of estimating fairness under unawareness of sensitive attributes.
These factors are based on challenges encountered in real-world applica-
tions, including the non-stationarity of processes generating the data, and
the variable cardinality of the available samples. For each factor, we define
and formalize a precise experimental protocol, through which we compare
the performance of quantifiers (i.e., group-level prevalence estimators) gen-
erated by six di↵erent quantification methods (Sections 4.3–4.7).

– Adaptation and ablation study. We demonstrate a simple procedure to
adapt and integrate quantification approaches into a wider machine learning
pipeline with minimal orchestration e↵ort. We prove the importance of each
component through an ablation study (Section 4.8).

– Quantifying without classifying. We consider the problem of potential
model misuse to maliciously infer demographic characteristics at an individ-
ual level, which represents a concern for methods based on proxy attributes.
Proxy methods are estimators of sensitive attributes which exploit the cor-
relation between available attributes (e.g., ZIP code) and the sensitive at-
tributes (e.g., race) in order to infer the values of the latter. Through a set
of experiments, we demonstrate two methods that yield precise estimates of
demographic disparity but poor classification performance, thus decoupling
the objectives of group-level prevalence estimation and individual-level class
label prediction (Section 4.9).

It is worth noting some intrinsic limitations of fairness measures and proxy
methods which are also applicable to this work. In essence, proxy methods exploit
co-occurrence of membership in a group and display of a given trait, potentially
learning, encoding and reinforcing stereotypical associations. Even when labels
for sensitive attributes are available, they are not all equivalent. Self-reported
labels are preferable to avoid external assignment (i.e., inference of sensitive
attributes), which may be harmful. More in general, approaches that define
sensitive attributes as rigid and fixed categories are limited since they impose a
taxonomy onto people, erasing the needs and experiences of those who do not
fit the envisioned categories. While acknowledging these limitations, we hope
our work will help highlight, investigate and mitigate unfavourable outcomes for
disadvantaged groups brought about by automated decision-making systems.
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The outline of this work is the following. Section 2 presents the notation
employed throughout this manuscript. Section 3 shows how these approaches
can be adapted and integrated to measure demographic disparity. Section 4
discusses our experiments; we omit the actual results for reasons of space, and
report them in the extended version of this paper (Fabris et al., 2023). Section 5
contains concluding remarks, discussing limitations and avenues for future work.

2 Notation

In this paper, we use the following notation. By x we indicate a data item drawn
from a domain X , encoding a set of non-sensitive attributes (i.e., features) taken
by classifiers and quantifiers as an input. We use S to denote the domain of a
sensitive attribute, binarily encoded to S = {0, 1} for ease of exposition, and by
s a value that S may take. By y we indicate a class taking values on a binary
domain Y = { ,�}, representing the target of a prediction task.1

Symbol � denotes a sample, i.e., a non-empty set of data points drawn from
X . By p�(s) we indicate the true prevalence of attribute s in sample �, while by
p̂q�(s) we indicate the estimate of this prevalence obtained by means of quantifier
q, which we define as a function q : 2X ! [0, 1]. Since 0  p�(s)  1 and
0  p̂q�(s)  1 for all s 2 S, and since

P
s2S p�(s) =

P
s2S p̂q�(s) = 1, the p�(s)’s

and the p̂q�(s)’s form two probability distributions across S.
We also introduce random variables X,S, Y, Ŷ which denote, respectively,

data points from X , their sensitive attributes, true labels, and predicted labels.
By Pr(V = v) we indicate, as usual, the probability that random variable V
takes value v, which we shorten as Pr(v) when V is clear from context. By h :
X ! Y we indicate a binary classifier that assigns classes in Y to data points; by
k : X ! S we instead indicate a binary classifier that assigns sensitive attributes
S to data points (e.g., that predicts if a certain data item x is “female”). It is
worth re-emphasizing that both h and k only use non-sensitive attributes from
X as input variables. For ease of use, we will interchangeably write h(x) = y or
hy(x) = 1, and k(x) = s or ks(x) = 1.

We consider three separate datasets, following the workflow of a realistic
machine learning pipeline.

– A training set D1 for h, D1 = {(xi, yi) | xi 2 X , yi 2 Y}, typically of large
cardinality. Given the inherent di�culties in demographic data procurement,
we expect this dataset to contain no explicit information on the sensitive
attributes S.

1
In this paper we assume the existence of a single binary sensitive attribute S; how-
ever, there is no loss of generality in this, since everything we say can straightfor-

wardly be extended to the case in which multiple sensitive attributes are present

at the same time. Moreover, we focus on the case in which the classifier that we

want to audit is a binary one, but the definitions and techniques we employ can be

straightforwardly extended to a multiclass setting.
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– A small auxiliary set D2 = {(xi, si) | xi 2 X , si 2 S}, employed to learn
quantifiers for the sensitive attribute. This dataset may originate from a
targeted e↵ort, such as interviews, surveys sent to customers asking for vol-
untary disclosure of sensitive attributes, or other optional means to share
demographic information. Alternatively it could derive from data acquisi-
tions carried out for other purposes. Both D1 and D2 are in the development
domain of our machine learning pipeline.

– A deployment set D3 = {xi | xi 2 X} which emulates the production domain
for classifier h, whose demographic parity we aim to measure. Alternatively,
acting proactively rather than reactively, D3 could also be a held-out test
set available at a company for pre-deployment audits. From the perspective
of the estimation task at hand, i.e. estimating the demographic disparity of
h, D2 represents the quantifiers’ training set, while D3 is their test set.

3 Using quantification to measure fairness under
unawareness of sensitive attributes

We adapt the above quantification approaches for estimating a classifier’s fair-
ness. We define classifier fairness in terms of demographic parity (also called
statistical parity (Dwork et al., 2012) or independence (Barocas et al., 2019)),
and, in particular, of a flavour of demographic parity based on the distribution of
sensitive attribute S conditional on the prediction of the classifer, as proposed
in (Wachter et al., 2020). We call our estimand the demographic disparity of
classifier h : X ! Y for attribute value s, and define it as

�(s) = Pr(S = s|Ŷ =  )� Pr(S = s|Ŷ = �) (1)

or, more concisely,
�(s) = Pr(s| )� Pr(s|�) (2)

It is worth reemphasizing that the sensitive attribute S does not belong to the
set of attributes X which generate the feature space on which classifier h operates
(in other words, when training h we are unaware of S). Demographic disparity
measures whether the prevalence of the sensitive attribute in the group assigned
to the positive class is the same as in the group assigned to the negative class;
a value �(s) = 0 indicates maximum fairness, while values of �(s) = �1 or
�(s) = +1 indicate minimum fairness, with the sign of �(s) indicating whether,
for S = s, the classifier is biased towards the � class or the  class, respectively.

Example 1. Assume that S stands for “sex”, s for “female”, and that the classi-
fier is in charge of recommending loan applicants for acceptance, classifying them
as “grant” (�) or “deny” ( ). For simplicity, let us assume the outcome of the
classifier to directly translate into a decision without human supervision. The
bank might want to check that the fraction of females out of the total number
of loan recipients is approximately the same as the fraction of females out of the
total number of applicants who are denied the loan. In other words, the bank
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might want �(s) to be close to 0. Of course, if the bank is aware of the sex of
each applicant, this constraint is very easy to check and, potentially, enforce. If
the bank is unaware of applicants’ sex, as we assume here, the problem is not
trivial, and this is where our techniques come in.

In estimating the demographic disparity of h, our focus is on the deployment
set where h is supporting the decision-making process. To highlight this fact, we
rewrite Equation 2 by making the dependence of �(s) on D3 explicit, i.e.,

�(s) = pD 3 (s)� pD�3 (s) (3)

where we define

D�3 ={x 2 D3 | h(x) = �}
D 3 ={x 2 D3 | h(x) =  }

(4)

and where we make explicit the fact that, if a value s that attribute S can take
is viewed as a class, the probabilities Pr(s| ) and Pr(s|�) of Equation 2 may be
seen as the prevalence values of class s in the two samples D�3 and D 3 . In other
words, measuring demographic disparity is reduced to estimating the prevalence
values of class s in the two samples D�3 and D 3 , i.e., it can be framed as a task
of quantification.

This approach can be easily integrated into existing machine learning pipelines
with little orchestration e↵ort. Below, we summarize the workflow we envision:

1. A classifier h : X ! Y is trained (under unawareness of sensitive attribute
S) on D1 and ready for production. The assumption that, at this stage,
we are unaware of sensitive attribute S is due to the inherent di�culties in
demographic data procurement already mentioned in Section 1.

2. Classifier h naturally imposes a partition of the auxiliary set D2 into D 2 =
{(xi, si) 2 D2 | h(x) =  } and D�2 = {(xi, si) 2 D2 | h(x) = �}. These two
disjoint datasets act as the training sets for the two quantifiers q and q�.
Quantifier q (or its dual q�) is trained on D 2 (resp., D�2 ) to estimate the
prevalence of data points where S = s among the data points labelled with
 (resp., �).

3. Classifier h also imposes a partition of the deployment set D3 into D 3 =
{x 2 D3 | h(x) =  } and D�3 = {x 2 D3 | h(x) = �}. Quantifiers q and
q� trained in Step 2 are applied to these datasets to obtain an estimate of
the prevalence of s in D 3 and D�3 . The demographic disparity of h, defined
in Equation 1, can thus be estimated as

�̂(s) = p̂q D 3
(s)� p̂q�D�3

(s) (5)

where, as we recall from Section 2, p̂q�(s) denotes the prevalence of attribute
value s in set � as estimated via quantification method q.

This quantification-based way of tackling demographic disparity is suited for
a non-invasive auditing procedure, since it allows unawareness of the sensitive
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Table 1: Summary of experimental protocols.

Protocol name Variable Section

sample-prev-D1 joint distribution of (S, Y ) in D1, via sampling § 4.3

flip-prev-D1 joint distribution of (S, Y ) in D1, via label flipping § 4.4

sample-size-D2 size of D2, via sampling § 4.5

sample-prev-D2 joint distribution of (S, Ŷ ) in D2, via sampling § 4.6

sample-prev-D3 joint distribution of (S, Ŷ ) in D3, via sampling § 4.7

attribute S in the set D1 used for training the classifier h to be audited and in
the set D3 on which this classifier is going to be deployed; it only requires the
availability of an auxiliary data set D2 where attribute S is present. Dataset
D2 may originate from a targeted e↵ort, such as interviews, surveys sent to
customers asking for voluntary disclosure of sensitive attributes, or other optional
means to share demographic information. Alternatively it could derive from data
acquisitions carried out for other purposes.

Additionally, we note that this approach is extremely suitable to situations in
which the prevalence of attribute value s in D2 is possibly very di↵erent from the
prevalence of s in the test set D3 (a situation that certainly characterizes many
operational environments) since the best quantification approaches are robust
by construction to distribution drift, as we will show in the next section.

4 Experiments

4.1 General setup

In this section we describe an evaluation of di↵erent estimators of demographic
disparity. We propose five experimental protocols (Sections 4.3–4.7) summarized
in Table 1. Each protocol focuses on a single factor of import for the estimation
problem, varying the size and mutual shift of the training, auxiliary, and deploy-
ment set. Protocol names are in the form action-characteristic-dataset, as
they act on datasets (D1, D2 or D3) modifying their characteristics (size or class
prevalence) through one of two actions (sampling or label flipping). We investi-
gate the e↵ect of each factor on the performance of six estimators of demographic
disparity, keeping the remaining factors constant.

Under each experimental protocol, the size or the prevalence of a given
dataset is carefully varied based on the protocol definition. For every protocol,
we perform an extensive empirical evaluation as follows:

– We compare the performance of each estimation technique on three datasets
(Adult, COMPAS, and Credit Card Default). The datasets and respective
preprocessing are described in detail in Section 4.2.

– We split a given dataset into DA,DB ,DC , three stratified subsets of iden-
tical size and same distribution over (S, Y ). Five such random splits are
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performed. To test each estimator under the same conditions, these splits
are the same for every method.

– For each split, we permute the role of the stratified subsets DA,DB ,DC , so
that each subset alternatively serves as the training (D1), auxiliary (D2), or
deployment set (D3). All (six) such permutations are tested.

– Whenever an experimental protocol requires sampling from a subset, for
instance when artificially altering a class prevalence value, we perform 10
di↵erent samplings. To perform extensive experiments at a reasonable com-
putational cost, every time an experimental protocol requires changing a
dataset D into a shifted version D̆, we also reduce its cardinality to |D̆| = 500.
Further details and implications of this choice on each experimental protocol
are provided in the context of the protocol’s setup.

– Di↵erent learning approaches can be used to train the sensitive attribute
classifier k underlying each quantification method. We test Logistic Regres-
sion (LR) and Support Vector Machines (SVM).2 Sections 4.3–4.7 report
results of quantification algorithms wrapped around a LR classifier. Analo-
gous results obtain for SVMs are reported in (Fabris et al., 2023).

– The classifier h, whose demographic disparity we aim to estimate, is LR
trained with balanced class weights (i.e., loss weights inversely proportional
to class frequencies).

– To measure the e↵ect of a given factor on the performance of di↵erent quan-
tifiers, we report the signed estimation error, derived from Equations 3 and 5
as follows:

e = �̂(s)��(s)

=
h
p̂q D 3

(s)� p̂q�D�3
(s)

i
�

h
pD 3 (s)� pD�3 (s)

i (6)

We summarize the experiments by reporting the Mean Absolute Error (MAE)
and Mean Squared Error (MSE), where the mean of errors ei is computed
over multiple experiments E.

Overall, our experiments consist of over 700,000 separate estimates of demo-
graphic disparity.3 The actual results of our experiments are omitted from this
paper for reasons of space; for these results we refer the reader to the extended
version of this paper (Fabris et al., 2023).

The remainder of this section is organized as follows. Section 4.2 presents
the chosen datasets and the applied preprocessing. Sections 4.3–4.7 motivate
and detail the experimental protocols, reporting the performance of di↵erent de-
mographic disparity estimators. Section 4.8 describes an ablation study, aimed
at investigating the benefits of training and maintaining multiple class-specific

2
Some among the quantification methods we test in this study require the classifier to

output posterior probabilities (as is the case for LR). If a classifier natively outputs

classification scores that are not probabilities (as is the case for SVM), the former

can be converted into the latter via “probability calibration”.
3
Code available at https://github.com/alessandro-fabris/ql4facct.

https://github.com/alessandro-fabris/ql4facct
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Table 2: Dataset statistics after preprocessing.

Dataset
#data

items

#non-

sensitive

features

sensitive

attribute
S = 1 Pr(S = 1)

target

variable
Y = � Pr(Y =

1)

Adult 45,222 84 sex Male 0.675 income > 50K 0.248

COMPAS 5,278 6 race Caucasian 0.398 recidivist no 0.498

CreditCard 30,000 81 sex Male 0.396 default no 0.779

quantifiers rather than a single one. Finally, Section 4.9 shows that good es-
timators of demographic disparity are not necessarily good at classifying the
sensitive attribute at an individual level, so that reliable fairness auditing may
be decoupled from this undesirable misuse of the same models.

4.2 Datasets

We perform our experiments on three datasets. We choose Adult and COMPAS,
two standard datasets in the algorithmic fairness community, and Credit Card
Default (hereafter: CreditCard), which serves as a representative use case for a
bank performing a fairness audit of a prediction tool used internally. A summary
of these datasets and related statistics is reported in Table 2. See the extended
version of this paper (Fabris et al., 2023) for more details on these datasets.

4.3 Protocol sample-prev-D1

In the first experimental protocol, we evaluate the impact of shifts in the training
set D1, by drawing di↵erent subsets D̆1 as we vary Pr(Y = S).4 More specifically,
we vary Pr(Y = S) between 0 and 1 with a step of 0.1. In other words, we sam-
ple at random from D1 a proportion p of instances (xi, si, yi) such that Y = S
and a proportion (1� p) such that Y 6= S, with p 2 {0.0, 0.1, . . . , 0.9, 1.0}. It is
worth noting that we defined D1, in Section 2, as a training set involving (X ,Y).
Here we exploit our knowledge of S to control the dataset shift between training
and test conditions, emulating a biased data collection procedure. Once a train-
ing set has been selected, the classifier h is learnt exclusively from non-sensitive
attributes X , completely disregarding the sensitive attribute S. We choose a
limited cardinality |D̆1| = 500, which lets us perform multiple repetitions at rea-
sonable computational costs, as outlined in Section 4.1. While this may impact
the quality of the classifier h, this aspect is not the central focus of the present
work.

This experimental protocol aligns with biased data collection procedures,
sometimes referred to as censored data. Indeed, it is common for the ground
truth variable to represent a mere proxy for the actual quantity of interest,
with non-trivial sampling e↵ects between the two. For instance, the validity of

4
Although Y and S take values from di↵erent domains, by Y = S we mean (Y =

�^S = 1)_ (Y =  ^S = 0), i.e. a situation where positive outcomes are associated

with group S = 1 and negative outcomes with group S = 0.



Measuring Fairness under Unawareness via Quantification 33

arrest data as a proxy for o↵ence has been brought into question. Indeed, in
this domain, di↵erent sources of sampling bias may be in action, such as uneven
allocation of police resources across jurisdictions and neighbourhoods and lower
levels of cooperation in populations who feel oppressed by law enforcement.

By varying Pr(Y = S) we are imposing a spurious correlation between Y
and S, which may be picked up by the classifier h. In extreme situations, such as
when Pr(Y = S) ' 1, a classifier h may end up confounding the concepts behind
S and Y . In turn, we expect this to unevenly impact the acceptance rates for
the two demographic groups, e↵ectively changing the demographic disparity of
h, i.e., our estimand �(s).

4.4 Protocol flip-prev-D1

Certain biases in the training set resulting from domain-specific practices, such
as the use of arrest as a substitute for o↵ence, may be modelled as either
a selection bias or a label bias distorting the ground truth variable Y . With
this experimental protocol, we impose the latter bias by actively flipping some
ground truth labels Y in D1 based on their sensitive attribute. Similarly to
sample-prev-D1, this protocol achieves a given association between the target
Y and sensitive variable S in the training set D1. However, instead of sampling, it
does so by flipping the Y label of some data points. More specifically, we impose
Pr(Y =  |S = 0) = Pr(Y = �|S = 1) = p and let p take values across eleven
evenly spaced values between 0 and 1. For every value of p, we firstly sample a
random subset D̆1 of the training set with cardinality 500. Next, we actively flip
some Y labels in both demographic groups, until both Pr(Y =  |S = 0) and
Pr(Y = �|S = 1) reach a desired value of p 2 {0.0, 0.1, . . . , 0.9, 1.0}. Finally, we
train a classifier h on the attributes X and modified ground truth Y of D̆1.

This experimental protocol is compatible with settings where the training
data captures a distorted ground truth due to systematic biases and group-
dependent annotation accuracy. As an example, the quality of medical diagnoses
can depend on race, sex and socio-economical status. Moreover, health care ex-
penditures have been used as a proxy to train an algorithm deployed nationwide
in the US to estimate patients’ health care needs, resulting in systematic un-
derestimation of the needs of black patients. In the hiring domain, employer
response rates to resumes have been found to vary with the perceived ethnic
origin of an applicant’s name. Finally, the gender gap in mathematical perfor-
mance, while negligible in elementary school, has been found to increase with
age, possibly due to gender stereotypes arising in this domain from an early age
and to the prescriptive nature of these stereotypes. These are all examples where
the “ground truth” associated with a dataset is distorted to the disadvantage of
a sensitive demographic group.

Similarly to Section 4.3, we expect this experimental protocol to bring about
sizeable variations in the demographic disparity of classifier h due to the strong
correlation we are imposing between S and Y via label flipping.
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4.5 Protocol sample-size-D2

A further factor of interest for the estimation problem is the size of the auxiliary
set D2, whose influence is studied in this experimental protocol. Our goal is to
understand how low we can go in the small data regime, before degrading the
performance of di↵erent estimation techniques. We consider subsets D̆2 of the
auxiliary set, sampling instances uniformly without replacement from it. We let
cardinality |D̆2| take five values that are evenly spaced on a log scale, between
a minimum sample size |D̆2|=1,000 and a maximum size |D̆2| = |D2|. In other
words, we let the cardinality of the auxiliary set take five di↵erent values between
1,000 and |D2| in a geometric progression. As described in Section 4.1, for each
cardinality of the auxiliary set we wish to test, we perform ten samplings over
five splits and six permutations, for a total of 300 repetitions per approach per
dataset.

This protocol is justified by the well-documented di�culties in demographic
data procurement for industry practitioners, which vary depending on domain,
company, and other factors of disparate nature. Furthermore, the collection of
sensitive attributes in the US is highly industry-dependent, ranging from manda-
tory to forbidden, depending on the fragmented regulation applicable in each
domain. Finally, high quality auxiliary sets may be obtained through optional
surveys, for which response rates are highly dependent on trust, and can be
improved by making the intended use for the data clearer.

For these reasons, the cardinality of the auxiliary set D2 is an interesting
variable in the context of fairness audits. The estimation methods we consider
have peculiar data requirements, with diverse purposes (e.g., estimation of true
positive rates – tpr) and approaches. For this reason, interesting patterns should
emerge from this protocol. We expect key trends for the estimation error to vary
monotonically with cardinality |D̆2|, which is why we let it vary according to a
geometric progression.

4.6 Protocol sample-prev-D2

The auxiliary set D2 can also display significant dataset shifts with respect to
the the sets D1 and D3 available during training or at deployment. With this
experimental protocol, we assess the estimation error under shifts which a↵ect
either D 2 or D�2 , i.e., the subsets of D2 labelled positively or negatively by
classifier h. We consider two experimental sub-protocols, describing variations
in the prevalence of sensitive variable S in either subset. More specifically, we let
Pr(s| ) (or its dual Pr(s|�)) take 9 evenly spaced values between 0.1 and 0.9.
We avoid extreme values of 0 and 1 which would make either demographic group
S = 0 or S = 1 absent from the training set of one quantifier. To exemplify, in
sub-protocol sample-prev-D 2 we let the prevalence Pr(s| ) in D̆ 2 take values
in {0.1, 0.2 . . . , 0.8, 0.9}, while the remaining subset D̆�2 remains at is natural
prevalence Pr(s|�).5 For each repetition, we set |D̆ 2 | = |D̆�2 | = 500. This makes

5
The natural prevalence is matched allowing for small fluctuations due to subsam-

pling.



Measuring Fairness under Unawareness via Quantification 35

for a challenging quantification setting and allows for fast training of multiple
quantifiers across many repetitions.

This protocol captures issues of representativeness in demographic data, e.g.,
due to non-uniform response rates across subpopulations. Given the importance
of trust for the provision of one’s sensitive attributes, in some domains this
practice is considered akin to a data donation. Individuals from groups that
historically had worse quality or lower acceptance rates for a service can be
hesitant to disclose their membership to said group, fearing it may be used
against them as grounds for rejection or discrimination. This may be especially
true for individuals who perceive to be at high risk of rejection, bringing about
complex selection biases, jointly dependent on S and Y , or S and Ŷ if individuals
have some knowledge of the classification procedure. For example, health care
providers are advised to collect information about patients’ race to monitor
the quality of services across subpopulations. In a field study, 28% of patients
reported discomfort about disclosure of their own race to a clerk, with black
patients significantly less comfortable than white patients on average.

This is the first protocol we describe where quantifiers are trained on sub-
sets D̆ 2 , D̆

�
2 that have a di↵erent prevalence for the sensitive variable S with

respect to their counterparts D 3 , D
�
3 in the deployment set. More specifically,

with this protocol, we vary the joint distribution of (S, Ŷ ) to directly influence
the demographic disparity of the classifier h on the auxiliary set D2, and move it
away from the value �(s) of the same measure computed on the deployment set
D3. This is a fundamental evaluation protocol as it makes our estimand di↵erent
across D2 (or, more precisely, its modified version D̆2) and D3, which is typi-
cally expected in practice. If this were not the case, a practitioner could simply
resort to an explicit computation of demographic disparity on the auxiliary set
D2 and deem it representative of any deployment condition. Given this reason-
ing, we borrow this protocol from the quantification literature to cause sizeable
variations in the demographic disparity of h across D2 and D3, which act as
the training and test set to di↵erent quantifiers. We expect these variations to
bring about clear trends in the estimation error of demographic parity for the
approaches considered in this work.

4.7 Protocol sample-prev-D3

This is essentially the counterpart of protocol sample-prev-D2 (Section 4.6),
focusing on shifts in the test set D3. Similarly, we consider two sub-protocols
that model changes in the prevalence of a sensitive variable S in the test subset
of either positively or negatively predicted instances, called D 3 and D�3 . More in
detail, we let Pr(s| ) (or its dual Pr(s|�)) in D̆3 take eleven evenly spaced values
between 0 and 1. For example, under sub-protocol sample-prev-D 3 , we vary the
prevalence of sensitive attribute S in D̆ 3 , so that Pr(s| ) 2 {0.0, 0.1 . . . , 0.9, 1.0},
while keeping the prevalence in D̆�3 fixed. Contrary to protocol sample-prev-D2,
here we also allow for extreme prevalence values of 0 and 1 for the sensitive
attribute S, as this does not invalidate the quantifiers’ training. For both sub-
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protocols, in each repetition we sample subsets of the test set D3 such that
|D̆ 3 | = |D̆�3 | = 500.

This protocol accounts for the inevitable evolution of phenomena, especially
those related to human behaviour. Indeed, it is common in real-world scenarios
for data generation processes to be non-stationary and change across training
and test, due e.g., to seasonality or any sort of unmodelled novelty and di↵erence
in populations. Given most work on algorithmic fairness focuses on decisions or
predictions about people, and given the unavoidable role of change in human
lives, values, and behaviour, the above considerations about non-stationarity
seem particularly relevant in this context. For instance, data available from one
population is often repurposed to train algorithms that will be deployed on a
di↵erent population, requiring ad-hoc fair learning approaches and evoking the
portability trap of fair machine learning. Moreover, agents may be responsive to
novel technology in their social context and adapt their behaviour accordingly,
causing ripple e↵ects and feedback loops. Furthermore, as a concrete (although
spurious) example of a shift in a popular fairness dataset, the repeated o↵ense
rate for black and white defendants in the COMPAS datasetincreases sharply
between 2013 and 2014. As a final example, personalized pricing constitutes an
increasingly possible practice with non-trivial fairness concerns and inevitable
shifts due to changing habits and environments.

In the quantification literature, this is the most common evaluation protocol.
Similarly to sample-prev-D2, it imposes shifts in the estimand between the
training and testing conditions of a quantifier, represented by the auxiliary set
D2 and the deployment set D3, respectively. Through this protocol, we expect
to find similar patterns to those highlighted in Section 4.6, with the roles of
the auxiliary set D2 and test set D3 now switched. Under this protocol, D3 has
a smaller cardinality and variable prevalence (and is referred to as D̆3 for this
reason), while D2 is left to its original cardinality and prevalence of sensitive
attribute S.

4.8 Ablation study

In Sections 4.3–4.7 we tested six approaches to estimate demographic disparity.
For each approach, we exploited multiple quantifiers for the sensitive attribute
S, namely one for each class in the codomain of classifier h. In the binary set-
ting adopted in this work, where Y = { ,�}, we trained two quantifiers. One
quantifier was trained on the set of positively-classified instances of the auxiliary
set D�2 = {(xi, si) 2 D2 | h(x) = �} and deployed to quantify the prevalence
of sensitive instances (such that S = s) within the deployment subset D�3 . The
remaining quantifier was trained on D 2 and deployed on D 3 .

Training and maintaining multiple quantifiers is more expensive and cum-
bersome than having a single one. Firstly, quantifiers that depend on the classi-
fication outcome ŷ = h(x) require re-training every time h is modified, e.g., due
to a model update being rolled out. Secondly, the cost of maintenance is mul-
tiplied by the number of classes |Y| that are possible for the outcome variable.
To ensure these downsides are compensated by performance improvements, we
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perform an ablation study evaluating the performance of di↵erent estimators of
demographic disparity supported by a single quantifier.

In this section, we concentrate on three estimation approaches, namely CC,
SLD and PACC. CC is chosen as the näıve baseline adopted by practitioners
unaware of ad-hoc approaches for prevalence estimation. SLD and PACC are
among the best performers in Sections 4.3–4.7, displaying low bias or variance
across all protocols. We compare their performance under two settings. In the
first setting, adopted thus far, two separate quantifiers q and q� are trained on
D 2 , D

�
2 and deployed on D 3 , D

�
3 , respectively. In the second setting, we train

a single quantifier q on D2 and deploy it separately on D 3 and D�3 to estimate
�̂(s) via Equation 5, specialized so that q and q� are the same quantifier.

4.9 Quantifying without classifying

The motivating use case for this work are internal audits of group fairness, to
characterize a model and its potential to harm sensitive categories of users. We
envision this as an important first step to empower practitioners in arguing
for resources and, more broadly, advocate for deeper understanding and careful
evaluation of models. Unfortunately, developing a tool to infer demographic in-
formation, even if motivated by careful intentions and good faith, leaves open
the possibility for misuse, especially at an individual level. Once a predictive
tool, also capable of instance-level classification, is available, it will be tempting
for some actors to exploit it precisely for this purpose.

For example, the Bayesian Improved Surname Geocoding (BISG) method is
intended to estimate population-level disparities in health care. However, it was
also used to identify individuals potentially eligible for settlements related to
discriminatory practices by auto lending companies. Automatic inference of sen-
sitive attributes of individuals is problematic for several reasons. Such procedure
exploits the co-occurrence of membership in a group and display of a given trait,
running the risk of learning, encoding and reinforcing stereotypical associations.
While also true of group-level estimates, this practice is particularly troublesome
at an individual level, where it is likely to cause harms for people who do not fit
the norm, resulting, for instance, in misgendering and the associated negative
e↵ects. Even when “accurate”, the mere act of externally assigning sensitive la-
bels can be problematic. For example, gender assignment may be forceful and
lead to psychological harm for individuals.

We here aim to demonstrate that it is possible to decouple the objective of
(group-level) quantification of sensitive attributes from that of (individual-level)
classification. For protocols in previous sections, we compute the accuracy and F1

score (defined below) of the sensitive attribute classifier k underlying the tested
quantifiers, comparing it against their estimation error for class prevalence of
the sensitive attribute S (Equation 6).
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5 Discussion and conclusion

Measuring the di↵erential impact of models on groups of individuals is important
to understand their e↵ects in the real world and their tendency to encode and
reinforce divisions and privilege across sensitive attributes. Unfortunately, in
practice, demographic attributes are often unavailable. In this work we have
taken the perspective of responsible practitioners, interested in internal fairness
audits of production models. We have tackled the problem of measuring group
fairness under unawareness of sensitive attributes by applying approaches from
the quantification learning literature that are specifically designed for group-
level estimation rather than individual-level classification; this is convenient,
since practitioners who try to measure fairness under unawareness are precisely
interested in group-level estimates.

We have studied the problem of estimating a classifier’s demographic dis-
parity at deployment under unawareness of sensitive attributes, with access to
a disjoint auxiliary set of data for which demographic information is available.
Drawing from the algorithmic fairness literature, we have identified five factors
of import for this problem, associating each of them with a formal evaluation
protocol. These factors mirror challenges in real-world applications, including
dataset shift and variable cardinality for auxiliary datasets comprising demo-
graphic information. We have tested five quantification methods under every
protocol, comparing them against the näıve Classify-and-Count (CC) method,
which represents the default approach for practitioners unaware of quantifica-
tion. Each quantification approach was shown to outperform CC under most
combinations of 5 protocols, 3 datasets, and 2 underlying learners. Moreover, we
have shown a simple approach to integrate quantification methods into existing
machine learning pipelines with little orchestration e↵ort, and demonstrated the
importance of each component through an ablation study.

Finally, we have considered the problem of model misuse to infer demographic
characteristics at an individual level, which represents a concern when developing
models to measure group fairness via proxy attributes. Through a dedicated set
of experiments, we have shown that it is possible to obtain precise estimates of
demographic disparity from methods that have poor classification performance.
This is a positive result for decoupling these two objectives, which should help
deter from the exploitation of these models for individual-level inference.
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